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Announcements

PA3/4 Grades are Out
Quiz 12 out tonight, due next Wednesday night

PAS due 5/12 (10 days)
Thursday | will provide stats on course progress
Midterm grades have been updated
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Notes: Rest of the Semester

= Deliverables
= 1 Quiz, 1 PA

= Final ﬁ—uesday, May 17th 7:15-10:15PM, NSC 201)

= No note sheet — just yourself and a pen/pencil
= Must show your work
= Randomized seating
= Exam will be same length, similar format as midterm
= Exam topics will be released within the next 2 weeks
E = If you have 3 exams on that day you are eligible for a makeup

on the morning of the 18%. You must let me know by
TOMORROW

q\
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Corollary: You have to know what
you're doing and

My aim in this class is to give you
some insight into both of these.
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The ML Pipeline (one view)
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becau

4@ was overwhelmed with clients.

Zhao, J., Wang, T., Yatskar, M., Ordonez, V., & Chang, K.-W. (2018). Gender Bias in Coreference Resolution: Evaluation and Debiasing Methods.
ArXiv:1804.06876 [Cs].



Where did we go wrong?

Data ;
Real world Real world ; Which data to Data
: collection 2
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What could we do?
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What could we do?

®Data augmentation/ablation /\

CBe’r’rer test datasefts

)

(]Zhonge your optimization function...
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Conference

Joseph, K., Swire-Thompson, B., Masuga, H., Baum, M., & Lazer, D. (2019). Polarized, Together: Comparing
Partisan Support for Trump’s Tweets Using Survey and Platform-based Measures. ICWSM.

Joseph, K., Wihbey, J. (2019). Breaking News and Younger Twitter Users: Comparing Self-Reported Moti-
vations to Online Behavior. SMSociety.

Robertson, R. E., Jiang, S., Joseph, K., Friedland, L., Lazer, D., & Wilson, C. (2018). Auditing Partisan
Audience Bias within Google Search. Proceedings of the ACM on Human-Computer Interaction, 2(CSCW),
148. Best Paper Honorable Mention

Joseph, K., Friedland, L., Tsur, O., Hobbs, W. & Lazer, D. (2017). Modeling Annotation Context to Im-
prove Stance Classification. In Proceedings of the 2017 Conference on Empirical Methods in Natural Language
Processing (pp. 1115-1124).

Hobbs, W, Friedland, L., Joseph, K., Tsur, O., Wojcik, S. & Lazer, D. (2017). “Voters of the Year”: 19 Voters
‘Who Were Unintentional Election Poll Sensors on Twitter. ICWSM
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Where did we go wrong?

Real world Real world Datg Which data to Data
collection

goal mechanism : collect? representation
mechanism

Target
class/model

Society

l Predict on test 'I Model Training data
Evaluate error

data training set
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Political ad targeting

Cambridge
Analytica

https://www.dailykos.com/stories/2017/8/4/1686913/--The-Cambridge-Analytica- L%
Psyops-that-made-both-Trump-and-Brexit-Winners .
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Where led we go wrong\2

Real world Datg Which data to Data
collection

mechanism : collect? representation
mechanism

class/model

Predict on test Model Training data
data set

Evaluate error

University at Buffalo N

G5 Department of Computer Science P
o F i i 1
2 ngtecring 13 @_kenny_joseph .



https://www.usenix.org/conference/usenixsecurity 18/presentation/iiicke

ns

| am a student

14

Decoder Je suis étudiant

Damon
| @TayandYou what race is the most evil
to you?

TayTweets

~ (@daymin_| mexican and black
—

CantStumpThe Trump
So should we start the Race War?
g TayTweets {¥ 2 Follow

@b1599369 yeah sure i'm already starting ™

@_kenny_joseph /’ .



Where did we go wrong?

Real world Real world Datg Which data to Data
collection

goal mechanism : collect? representation
mechanism

Target

SO Cl ety class/model

Predict on test Training data

r
Evaluate erro data =
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This is essentially

/ First there is an “on the one hand” statement. It tells all the good

what | have done
in this class. 1T is
problematic.

Quotes from:
https://reallifemag.com/fair-
warning/

|

things computers have already done for society and often even
attempts to argue that the social order would already have collapsed
were it not for the “computer revolution.” This is usually followed by
an “on the other hand” caution which tells of certain problems the
introduction of computers brings in its wake. The threat posed to
individual privacy by large data banks and the danger of large-scale
unemployment induced by industrial automation are usually
mentioned. Finally, the glorious present and prospective
achievements of the computer are applauded, while the dangers
alluded to in the second part are shown to be capable of being
alleviated by sophisticated technological fixes. The closing
paragraph consists of a plea for generous societal support for more,
and more large-scale, computer research and development. This is
usually coupled to the more or less subtle assertion that only
computer science, hence only the computer scientist, can guard the
world against the admittedly hazardous fallout of applied computer
technology.



Discussion time

Problematic Al can arise any many,
many different places in the Al pipeline

Discussion:
Should you be responsible for all of thise

Q\

17 @_kenny_joseph /’/{




W was already arguing that “it is not reasonable for a scientist or
technologist to insist that he or she does not know — or can not know — how
[the technology they are creating] is going to be used.”

f Among the standard justifications for developing and deploying harmful
technology is the claim of their inevitability: It’s going to be developed by
someone, so it might as well be me. See, for example, the reasons offered by the

—researchers who tried to develop algorithms to identify sexual orientation. In

is like saying, “it is a fact that women will be raped every day and if I don’t do

\ his 1985 interview, Weizenbaum rejected such reasoning as absurd, claiming it
it, someone else will so it might as well be me.”

Q
\\

Quotes from: https://reallifemag.com/fair-warning/
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What exactly is the problem?

That is, what, exactly, are we hoping to avoid?
Informally: mean, stupid stuff that will not help

e

q\
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What exactly is the problem?

=That is, what, exactly, are we hoping to avoid?
= Informally: mean, stupid stuff that will not help

= Semi-formally:
"‘Unethical” — This goes against ourimorals, we iouldn”r do it

“Unbiasedness” — a model that “deviates fro

behavior”
8“Unfdirness” — This does not function equally for all groups
»“Injustice” - This does not serve to create a nd

equitable world

q\
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Today: Fairness and
Justice in Child
Weltare

Q\
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What is child welfare?

The child welfare system is a group of

services designed to promote\g:e well-being
of children by ensuring safety, achieving

Q
\\

https.//mww.childwelfare.gov/pubpdfs/cps
% mrﬁ of Computer Science RS
nne @_kenny_joseph 22

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\



If substantiated, the
youth is taken into care

@ﬁ —
Youth are The callis If screened in, the call is
reported screen in investigated. The
to CPS (or not) investigation can result

in substantiation (or not)
then periodically

https://www.childwelfark.gov/pubpdfs/cps reinvestigated
work.pdf 03

=10

The youth's case is




M« p

o) 038/520

KISA VAN DYNE, 32

5yearsin foster care
Convicted of aggravated
robbery, kidnapping

Sentence: 83 months

State care of another j\
kind

24


https://www.youtube.com/watch?v=DB1DyrkCAkI&list=PL02VuT_SObZIXSLG1bcMzQtdna30mfpqB&index=7&ab_channel=KansasCityStar

In 2019, 22% of kids
in NYC were Black

Y¢t 56%ypf NYC children who were
remgvedjrom their families and put
oster care were Black

';acial disparities in lllinois' child welfare system

Black children are removed from their homes at rates that far exceed their proportion of the
population.

[l Black children in DCFS [ Black population

Cook Count - o
y Nationwide, 13% of Yet 23% of kids in
kids are Black ) foster care are Black )
« 43
lllinois
13.8%
Chart: John Seasly, Injustice Watch + Source: lllinois DCFS data as of May 31, 2020; American Community Survey 2018 +

ated with Datawrapper

8/17/21 UB 25



Summary thus far

No one wants to be in the child welfare
system

—~"Experts agree that the goal should be to get
people back with their tamilies

People involved suffer

Life outcomes for people who stay in it are
terrible

—=Black people are over-represented in the
child welfare system

q\
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Why are Black youth over-represented?

O

Two possible reasons

Need/Risk (Black parents have less money to support
children)

Discrimination/Bias (Black families are over-policed within
Child Welfare)

q\
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Why are Black youth over-represented?

O

Two possible reasons
Need/Risk (Black parents have less money to support

children)
Discrimination/Bias (Black families are over-policed within
Child Welfare)

q\
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Children and Youth Services Review
Volume 33, Issue 9, September 2011, Pages 1630-1637

Disentangling substantiation: The influence of
race, income, and risk on the substantiation
decision in child welfare

“when also controlling for

caseworker perceptions of risk, race
emerges as the stronger 8
explanatory factor."

Factors associated with racial differences in child
welfare investigative decision-making in Ontario,
Canada

Child Abuse & Neglect o’ff"

Volume 73, November 2017, Pages 89-105

child welfare agencies, with children of certain racial minority backgrounds more
likely to be referred for suspected maltreatment, to be substantiated as victims, to be
placed into out-of-home care, and to remain in care for longer periods of time than
White children (Fluke, Harden, Jenkins, & Ruehrdanz, 2010; Putnam-Hornstein,
Needell, King, & Johnson-Motoyama, 2013; Sinha, Trocmé, Fallon, & MacLaurin,
2013; Trocmé, Knoke, & Blackstock, 2004; Wulczyn, Gibbons, Snowden, & Lery,
2013).

29



If substantiated, the
youth is taken into care

What might we do? - »

> el

Youth are The callis If screened in, the call is ¢
reported screen in investigated. The
to CPS (or not) investigation can result
in substantiation (or not)

The youth's case is
then periodically

https://www.childwelfare.gov/pubpdfs/cps reinvestigated
work.pdf 30



If substantiated, the
youth is taken into care

What might we do? o

, ' If screened in, the callis
investigated. The -

investiagdiga can result
or not)

Youth are
reported
to CPS

The youth's case is
then periodically
reinvestigated

https://www.childwelfare.gov/pubpdfs/cps
work.pdf



How do we do this?

\ Specifically, what should our outcome variable be?
_

What do we actually want?

What can we actually measure?

A proxy variable is the thing that we can measure as a stand-
in for what we actually want

~
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In this case

Proxy:
Use outcomes from substantiation phase, not
screening phase

ldea: Probably more accurate, less biased

q\
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Data -
Behavioural

- health records
Previous \/-
placements

revious

Child and Family referrals
7 History Previous
- Child Victim protective
Program - Other Children services received
involvement - Parent Findi
- Perpetrator Indings

during previous
\ investigations

- 46,503 records of screened-

in referrals spanning April
2010 to July 2014, with
around predictors

- 32,086 Taining records,

14,417 test records, based on

independent children

| —

Modelling
po
- Logistic regression model

- Random Forest model (Breiman, 2001):
- 500 trees
- split based on entropy

9 XGBoost model (Chen and Guestrin, 2016):
- 1,000 trees
- 0.01 learning rate
- 0.9 subsample ratio of training instances

. SVM model (Vapnik, 1998):
- Radial-basis function kernel, with
gamma = 1 / number of features
- Class weights: 0.8 placement, 0.2 no
placement
- Probability estimation using a sigmoid
function (Platt, 1999)

Figure 1: An overview of the modeling process.

predicted
probabilities
for test set

m—)

Validation

- Performance

metrics

(AUC, TPR,

FPR)

- Expert
validation/
current
process

\

34



How would you evaluate this model?
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Assessing the model... a review
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Review: Precision on A y
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Review: Recall on A /‘ True Positive Rate
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Also called the True Positive
Rate (TPR) if we think of the
green friangles as positives
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Recall on ‘ (True Negative Rate; TNR)
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Back to fairness

Protected/Sensitive attribute

To define group fairness, we have to well, define a group first. Towards this, we will use the notion of a protected attribute or sensitive attribute (we will use both
terminology interchangeably): this will be a special attribute R (which takes few pre-defined values i.e. is a categorical variable (£)-- and each choice of the value of R defines a
separate group. There is precedence in US law: grouping this way is used in the concept of protected class (' in US anti-discrimination law-- i.e. one cannot discriminate on
the basis of any protected class.

Coming back to the COMPAS example, we will use R to denote the race and for simplicity we will assume the two values R can take are b (for black) and w (for white). While
clearly these are not the only racial classification, the results of ProPublica mentioned earlier focus on these two value of race and hence we concentrate on these two
possibilities.

For the rest of the section, we will only consider groups corresponding to R(x) = b and R(x) = w (i.e. groups based on whether race of x is black or white).

Statistical parity
At a high level we would like the accuracy of binary classifier to be the same across groups. Since in real life false positive positives and false negatives have different costs,
various instantiation of statistical parity definitions follows by asking that different notions of accuracy be the same across groups.



Rates for groups
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Exercise

= Come up with a definition of fairness that uses these

different rates we have discussed
"B TR = ﬁ
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Three popular definitions

O
Equal FPR
ler fair with respect to FPR if —
7~ L+®
FPR, = FPR,,. Ne
In the context, a classifier is fair with respect to FPR if chances of a black and white defendants begin identified as reoffending when they actually did not end up
reoffending are the same. This is one of the notions of fairness that ProPublica used.

air with respect to FNR if
FNR;, = FNR,,.

In the COMPAS context, a classifier is fair with respect to FNR if chances of a black and white defendants begin identified as not reoffending when they actually did end up
reoffending are the same. This is one of the notions of fairness that ProPublica used.

Well-calibrated
e say a classifier if wel

PPV, = PPV,

In the COMPAS context, a classifier is fair (or does not have any statistical bias (<) if the chances of a black and white defendant being correctly identified as reoffending given
that the classifier identified them as such are the same. This is the notion of fairness used in the rejoinder to the ProPublica article.




